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Ensemble Methods

! Construct a set of base classifiers learned from 
the training data

! Predict class label of test records by combining 
the predictions made by multiple classifiers (e.g., 
by taking majority vote)
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Example: Why Do Ensemble Methods Work?
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4.10 Ensemble Methods 297

4.10.1 Rationale for Ensemble Method

The following example illustrates how an ensemble method can improve a
classifier’s performance.

Example 4.8. Consider an ensemble of 25 binary classifiers, each of which
has an error rate of ε = 0.35. The ensemble classifier predicts the class label of
a test example by taking a majority vote on the predictions made by the base
classifiers. If the base classifiers are identical, then all the base classifiers will
commit the same mistakes. Thus, the error rate of the ensemble remains 0.35.
On the other hand, if the base classifiers are independent—i.e., their errors
are uncorrelated—then the ensemble makes a wrong prediction only if more
than half of the base classifiers predict incorrectly. In this case, the error rate
of the ensemble classifier is

eensemble =
25∑

i=13

(
25

i

)
εi(1− ε)25−i = 0.06, (4.101)

which is considerably lower than the error rate of the base classifiers.

Figure 4.42 shows the error rate of an ensemble of 25 binary classifiers
(eensemble) for different base classifier error rates (ε). The diagonal line repre-
sents the case in which the base classifiers are identical, while the solid line
represents the case in which the base classifiers are independent. Observe that
the ensemble classifier performs worse than the base classifiers when ε is larger
than 0.5.

The preceding example illustrates two necessary conditions for an ensemble
classifier to perform better than a single classifier: (1) the base classifiers
should be independent of each other, and (2) the base classifiers should do
better than a classifier that performs random guessing. In practice, it is
difficult to ensure total independence among the base classifiers. Neverthe-
less, improvements in classification accuracies have been observed in ensemble
methods in which the base classifiers are somewhat correlated.

4.10.2 Methods for Constructing an Ensemble Classifier

A logical view of the ensemble method is presented in Figure 4.43. The
basic idea is to construct multiple classifiers from the original data and then
aggregate their predictions when classifying unknown examples. The ensemble
of classifiers can be constructed in many ways:

1. By manipulating the training set. In this approach, multiple train-
ing sets are created by resampling the original data according to some
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Necessary Conditions for Ensemble Methods

! Ensemble Methods work better than a single base classifier if:
1. All base classifiers are independent of each other
2. All base classifiers perform better than random guessing 

(error rate < 0.5 for binary classification)

4

Classification error for an 
ensemble of 25 base classifiers, 
assuming their errors are 
uncorrelated. 
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Rationale for Ensemble Learning

! Ensemble Methods work best with unstable
base classifiers
– Classifiers that are sensitive to minor perturbations in 

training set, due to high model complexity
– Examples: Unpruned decision trees, ANNs, …
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General Approach of Ensemble Learning
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298 Chapter 4 Classification: Alternative Techniques

Figure 4.42. Comparison between errors of base classifiers and errors of the ensemble classifier.

Figure 4.43. A logical view of the ensemble learning method.

sampling distribution and constructing a classifier from each training set.
The sampling distribution determines how likely it is that an example
will be selected for training, and it may vary from one trial to another.
Bagging and boosting are two examples of ensemble methods that
manipulate their training sets. These methods are described in further
detail in Sections 4.10.4 and 4.10.5.

Using majority vote or 
weighted majority vote 

(weighted according to their 
accuracy or relevance)
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Constructing Ensemble Classifiers

! By manipulating training set
– Example: bagging, boosting, random forests

! By manipulating input features
– Example: random forests

! By manipulating class labels
– Example: error-correcting output coding

! By manipulating learning algorithm
– Example: injecting randomness in the initial weights of  ANN
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Bagging (Bootstrap AGGregatING)

! Bootstrap sampling: sampling with replacement

! Build classifier on each bootstrap sample

! Probability of a training instance being selected in 
a bootstrap sample is:
Ø 1 – (1 - 1/n)n (n: number of training instances)
Ø ~0.632 when n is large 

Original Data 1 2 3 4 5 6 7 8 9 10
Bagging (Round 1) 7 8 10 8 2 5 10 10 5 9
Bagging (Round 2) 1 4 9 1 2 3 2 7 3 2
Bagging (Round 3) 1 8 5 10 5 5 9 6 3 7
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Bagging Algorithm
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omitted from the training set. On average, a bootstrap sample Di contains
approximately 63% of the original training data because each sample has a
probability 1 − (1 − 1/N)N of being selected in each Di. If N is sufficiently
large, this probability converges to 1 − 1/e " 0.632. The basic procedure for
bagging is summarized in Algorithm 4.5. After training the k classifiers, a test
instance is assigned to the class that receives the highest number of votes.

To illustrate how bagging works, consider the data set shown in Table 4.4.
Let x denote a one-dimensional attribute and y denote the class label. Suppose
we use only one-level binary decision trees, with a test condition x ≤ k, where
k is a split point chosen to minimize the entropy of the leaf nodes. Such a tree
is also known as a decision stump.

Table 4.4. Example of data set used to construct an ensemble of bagging classifiers.

x 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
y 1 1 1 −1 −1 −1 −1 1 1 1

Without bagging, the best decision stump we can produce splits the in-
stances at either x ≤ 0.35 or x ≤ 0.75. Either way, the accuracy of the tree
is at most 70%. Suppose we apply the bagging procedure on the data set
using 10 bootstrap samples. The examples chosen for training in each bagging
round are shown in Figure 4.46. On the right-hand side of each table, we also
describe the decision stump being used in each round.

We classify the entire data set given in Table 4.4 by taking a majority
vote among the predictions made by each base classifier. The results of the
predictions are shown in Figure 4.47. Since the class labels are either −1 or
+1, taking the majority vote is equivalent to summing up the predicted values
of y and examining the sign of the resulting sum (refer to the second to last

Algorithm 4.5 Bagging algorithm.
1: Let k be the number of bootstrap samples.
2: for i = 1 to k do
3: Create a bootstrap sample of size N , Di.
4: Train a base classifier Ci on the bootstrap sample Di.
5: end for
6: C∗(x) = argmax

y

∑
i δ
(
Ci(x) = y

)
.

{δ(·) = 1 if its argument is true and 0 otherwise.}
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Bagging Example

! Consider 1-dimensional data set:

! Classifier is a decision stump (decision tree of size 1)
– Decision rule:  x £ k versus x > k
– Split point k is chosen based on entropy

x 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
y 1 1 1 -1 -1 -1 -1 1 1 1

Original Data:

x £ k

yleft yright

True False
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Bagging Example

Bagging Round 1:
x 0.1 0.2 0.2 0.3 0.4 0.4 0.5 0.6 0.9 0.9
y 1 1 1 1 -1 -1 -1 -1 1 1

Bagging Round 2:
x 0.1 0.2 0.3 0.4 0.5 0.5 0.9 1 1 1
y 1 1 1 -1 -1 -1 1 1 1 1

Bagging Round 3:
x 0.1 0.2 0.3 0.4 0.4 0.5 0.7 0.7 0.8 0.9
y 1 1 1 -1 -1 -1 -1 -1 1 1

Bagging Round 4:
x 0.1 0.1 0.2 0.4 0.4 0.5 0.5 0.7 0.8 0.9
y 1 1 1 -1 -1 -1 -1 -1 1 1

Bagging Round 5:
x 0.1 0.1 0.2 0.5 0.6 0.6 0.6 1 1 1
y 1 1 1 -1 -1 -1 -1 1 1 1

x <= 0.35 è y = 1
x > 0.35 è y = -1
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Bagging Example

Bagging Round 1:
x 0.1 0.2 0.2 0.3 0.4 0.4 0.5 0.6 0.9 0.9
y 1 1 1 1 -1 -1 -1 -1 1 1

Bagging Round 2:
x 0.1 0.2 0.3 0.4 0.5 0.5 0.9 1 1 1
y 1 1 1 -1 -1 -1 1 1 1 1

Bagging Round 3:
x 0.1 0.2 0.3 0.4 0.4 0.5 0.7 0.7 0.8 0.9
y 1 1 1 -1 -1 -1 -1 -1 1 1

Bagging Round 4:
x 0.1 0.1 0.2 0.4 0.4 0.5 0.5 0.7 0.8 0.9
y 1 1 1 -1 -1 -1 -1 -1 1 1

Bagging Round 5:
x 0.1 0.1 0.2 0.5 0.6 0.6 0.6 1 1 1
y 1 1 1 -1 -1 -1 -1 1 1 1

x <= 0.35 è y = 1
x > 0.35 è y = -1

x <= 0.7 è y = 1
x > 0.7 è y = 1

x <= 0.35 è y = 1
x > 0.35 è y = -1

x <= 0.3 è y = 1
x > 0.3 è y = -1

x <= 0.35 è y = 1
x > 0.35 è y = -1
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Bagging Example

Bagging Round 6:
x 0.2 0.4 0.5 0.6 0.7 0.7 0.7 0.8 0.9 1
y 1 -1 -1 -1 -1 -1 -1 1 1 1

Bagging Round 7:
x 0.1 0.4 0.4 0.6 0.7 0.8 0.9 0.9 0.9 1
y 1 -1 -1 -1 -1 1 1 1 1 1

Bagging Round 8:
x 0.1 0.2 0.5 0.5 0.5 0.7 0.7 0.8 0.9 1
y 1 1 -1 -1 -1 -1 -1 1 1 1

Bagging Round 9:
x 0.1 0.3 0.4 0.4 0.6 0.7 0.7 0.8 1 1
y 1 1 -1 -1 -1 -1 -1 1 1 1

Bagging Round 10:
x 0.1 0.1 0.1 0.1 0.3 0.3 0.8 0.8 0.9 0.9
y 1 1 1 1 1 1 1 1 1 1

x <= 0.75 è y = -1
x > 0.75 è y = 1

x <= 0.75 è y = -1
x > 0.75 è y = 1

x <= 0.75 è y = -1
x > 0.75 è y = 1

x <= 0.75 è y = -1
x > 0.75 è y = 1

x <= 0.05 è y = 1
x > 0.05 è y = 1
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Bagging Example

! Summary of Trained Decision Stumps:

Round Split Point Left Class Right Class
1 0.35 1 -1
2 0.7 1 1
3 0.35 1 -1
4 0.3 1 -1
5 0.35 1 -1
6 0.75 -1 1
7 0.75 -1 1
8 0.75 -1 1
9 0.75 -1 1
10 0.05 1 1
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Bagging Example
! Use majority vote (sign of sum of predictions) to 

determine class of ensemble classifier

! Bagging can also increase the complexity (representation 
capacity) of simple classifiers such as decision stumps

Round x=0.1 x=0.2 x=0.3 x=0.4 x=0.5 x=0.6 x=0.7 x=0.8 x=0.9 x=1.0
1 1 1 1 -1 -1 -1 -1 -1 -1 -1
2 1 1 1 1 1 1 1 1 1 1
3 1 1 1 -1 -1 -1 -1 -1 -1 -1
4 1 1 1 -1 -1 -1 -1 -1 -1 -1
5 1 1 1 -1 -1 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 1 1 1
7 -1 -1 -1 -1 -1 -1 -1 1 1 1
8 -1 -1 -1 -1 -1 -1 -1 1 1 1
9 -1 -1 -1 -1 -1 -1 -1 1 1 1
10 1 1 1 1 1 1 1 1 1 1

Sum 2 2 2 -6 -6 -6 -6 2 2 2
Sign 1 1 1 -1 -1 -1 -1 1 1 1Predicted 

Class
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Boosting

! An iterative procedure to adaptively change 
distribution of training data by focusing more on 
previously misclassified records
– Initially, all N records are assigned equal 

weights (for being selected for training)
– Unlike bagging, weights may change at the 

end of each boosting round
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Boosting

! Records that are wrongly classified will have their 
weights increased in the next round

! Records that are classified correctly will have 
their weights decreased in the next round

Original Data 1 2 3 4 5 6 7 8 9 10
Boosting (Round 1) 7 3 2 8 7 9 4 10 6 3
Boosting (Round 2) 5 4 9 4 2 5 1 7 4 2
Boosting (Round 3) 4 4 8 10 4 5 4 6 3 4

• Example 4 is hard to classify

• Its weight is increased, therefore it is more 
likely to be chosen again in subsequent rounds
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AdaBoost

! Base classifiers: C1, C2, …, CT

! Error rate of a base classifier:

! Importance of a classifier: 
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AdaBoost Algorithm

! Weight update:

! If any intermediate rounds produce error rate 
higher than 50%, the weights are reverted back 
to 1/n and the resampling procedure is repeated

! Classification:
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AdaBoost Algorithm
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308 Chapter 4 Classification: Alternative Techniques

of incorrectly classified examples and decreases the weights of those classified
correctly.

Instead of using a majority voting scheme, the prediction made by each
classifier Cj is weighted according to αj . This approach allows AdaBoost to
penalize models that have poor accuracy, e.g., those generated at the earlier
boosting rounds. In addition, if any intermediate rounds produce an error
rate higher than 50%, the weights are reverted back to their original uniform
values, wi = 1/N , and the resampling procedure is repeated. The AdaBoost
algorithm is summarized in Algorithm 4.6.

Algorithm 4.6 AdaBoost algorithm.
1: w = {wj = 1/N | j = 1, 2, . . . , N}. {Initialize the weights for all N examples.}
2: Let k be the number of boosting rounds.
3: for i = 1 to k do
4: Create training set Di by sampling (with replacement) from D according to w.
5: Train a base classifier Ci on Di.
6: Apply Ci to all examples in the original training set, D.
7: εi =

1
N

[∑
j wj δ

(
Ci(xj) != yj

)]
{Calculate the weighted error.}

8: if εi > 0.5 then
9: w = {wj = 1/N | j = 1, 2, . . . , N}. {Reset the weights for all N examples.}

10: Go back to Step 4.
11: end if
12: αi =

1
2 ln

1−εi
εi

.
13: Update the weight of each example according to Equation 4.103.
14: end for
15: C∗(x) = argmax

y

∑T
j=1 αjδ(Cj(x) = y)

)
.

Let us examine how the boosting approach works on the data set shown
in Table 4.4. Initially, all the examples have identical weights. After three
boosting rounds, the examples chosen for training are shown in Figure 4.49(a).
The weights for each example are updated at the end of each boosting round
using Equation 4.103, as shown in Figure 4.50(b).

Without boosting, the accuracy of the decision stump is, at best, 70%.
With AdaBoost, the results of the predictions are given in Figure 4.50(b).
The final prediction of the ensemble classifier is obtained by taking a weighted
average of the predictions made by each base classifier, which is shown in the
last row of Figure 4.50(b). Notice that AdaBoost perfectly classifies all the
examples in the training data.
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AdaBoost Example

! Consider 1-dimensional data set:

! Classifier is a decision stump
– Decision rule:  x £ k versus x > k
– Split point k is chosen based on entropy

x 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
y 1 1 1 -1 -1 -1 -1 1 1 1

Original Data:

x £ k

yleft yright

True False
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AdaBoost Example

! Training sets for the first 3 boosting rounds:

! Summary:

Boosting Round 1:
x 0.1 0.4 0.5 0.6 0.6 0.7 0.7 0.7 0.8 1
y 1 -1 -1 -1 -1 -1 -1 -1 1 1

Boosting Round 2:
x 0.1 0.1 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.3
y 1 1 1 1 1 1 1 1 1 1

Boosting Round 3:
x 0.2 0.2 0.4 0.4 0.4 0.4 0.5 0.6 0.6 0.7
y 1 1 -1 -1 -1 -1 -1 -1 -1 -1

Round Split Point Left Class Right Class alpha
1 0.75 -1 1 1.738
2 0.05 1 1 2.7784
3 0.3 1 -1 4.1195
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AdaBoost Example

!Weights

! Classification

Round x=0.1 x=0.2 x=0.3 x=0.4 x=0.5 x=0.6 x=0.7 x=0.8 x=0.9 x=1.0
1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
2 0.311 0.311 0.311 0.01 0.01 0.01 0.01 0.01 0.01 0.01
3 0.029 0.029 0.029 0.228 0.228 0.228 0.228 0.009 0.009 0.009

Round x=0.1 x=0.2 x=0.3 x=0.4 x=0.5 x=0.6 x=0.7 x=0.8 x=0.9 x=1.0
1 -1 -1 -1 -1 -1 -1 -1 1 1 1
2 1 1 1 1 1 1 1 1 1 1
3 1 1 1 -1 -1 -1 -1 -1 -1 -1

Sum 5.16 5.16 5.16 -3.08 -3.08 -3.08 -3.08 0.397 0.397 0.397
Sign 1 1 1 -1 -1 -1 -1 1 1 1Predicted 

Class
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Random Forest Algorithm

! Construct an ensemble of decision trees by 
manipulating training set as well as features

– Use bootstrap sample to train every decision 
tree (similar to Bagging)

– Use the following tree induction algorithm:
u At every internal node of decision tree, randomly 
sample p attributes for selecting split criterion
u Repeat this procedure until all leaves are pure 
(unpruned tree)
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Characteristics of Random Forest
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Gradient Boosting

! Constructs a series of models 
– Models can be any predictive model that has 

a differentiable loss function
– Commonly, trees are the chosen model

u XGboost (extreme gradient boosting) is a popular 
package because of its impressive performance

! Boosting can be viewed as optimizing the loss 
function by iterative functional gradient descent.

! Implementations of various boosted algorithms 
are available in Python, R, Matlab, and more.

28Introduction to Data Mining, 2nd Edition10/11/2021


